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HOW SAFE

IS SAFEENOUGH?

How safe is safe enough? When the comparison is between a car driven by a com-
puter versus a person, the practical answer depends on competing perspectives.

Purely from a statistical standpoint, Autonomous Vehicle developers have a clear
target. The United States alone sets a grim annual benchmark. According to the
National Highway Traffic Safety Administration, there are more than six million car
crashes every year. More than 36,000 Americans die in those crashes, with another
2.5 million ending up in hospital emergency rooms.

Considered globally, the figures are even more sobering.

What if a switch to fully Autonomous Vehicles cut those figures in half, could AV
developers declare victory? Perhaps from the standpoint of cold logic, but those
involved in various AV initiatives would concede that the more telling dynamic is
consumer confidence — as evidenced by their resulting willingness to buy a fully
Autonomous Vehicle, or even step inside one. Developers grimace at the thought
of having to defend the idea of tens of thousands of deaths from collisions involv-
ing driverless cars.

A 2018 Rand Corporation report, “Measuring Automated Vehicle Safety,” alludes
to the conflict between the need for empirical data for AV developers seeking to
advance the state of the art, and the determination of consumer safety regulatory
bodies to resist what they generally regard as avoidable risk.

“In the United States — and elsewhere, to some degree —the emergence of AVs has
been associated at least implicitly with the view that some exposure to risk and
uncertainty about this risk must be accepted in the short and medium terms to see
the long-term benefit of AVs,” the report notes. “(But) consultations for this proj-
ect showed how that view, held by AV developers and by associated industrial and
research partners, is not held by the safety advocacy community, which champions
clearer communications about risk and more conservative efforts to at least mini-
mize risk and preferably eliminate it."
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Yet as the report goes on to observe, “"Given that clear measurement of safety is
not likely to be obtained without exposing the public to AV risk on public roads,
incremental increases in public AV use are likely to increase our knowledge about
safety. The incremental approach can limit risk without stifling the technology. (Yet)
we recognize that the long-term, big-picture view based on confidence in the mer-
its of AVs is shaken every time there is a crash.”

That's exactly what happened the year the report was released.

A single fatal encounter in 2018 involving an Autonomous Vehicle owned by the
ride sharing company Uber (See: Uber, sidebar page 11) forced the company in
the immediate aftermath to abandon open road tests and ultimately set back the
company's AV development program by years. Even the prospect of a few dozen
accidents a year causes the AV development community to cringe —regardless of
whether or not that would represent a significant improvement in road safety.

The Uber incident shook the Autonomous Vehicle development community by ex-
ploding assumptions on algorithm capabilities in real world environments. Many AV
developers, for example, eliminated or severely restricted the use of public roads
for system testing and instead moved to internal test tracks. But more importantly,
they reassessed the level and complexity of algorithm training required to substi-
tute for a human driver. And they began investing heavily in more diverse and de-
tailed sets of training data.

The timing and intent on demonstrating the industry’s ability to focus on safety
concerns has proved productive. A little over two years after the Uber incident,
the United States Department of Transportation’'s National Highway Traffic Safety
Administration (NHTSA) has issued a notice of proposed rulemaking addressing
safety policy for Autonomous Vehicles, as well as a pilot web-based project to co-
ordinate public visibility into Autonomous Vehicle testing.

The NHTSA web portal, announced in June 2020, includes data from nine AV sys-
tem developers and car manufacturers — Beep, Cruise, Fiat Chrysler Automobiles,
Local Motors, Navya, Nuro, Toyota, Uber, and Waymo — tracking testing activity

in eight states. The web portal includes mapping tools showing testing locations
at the local, state, and national levels, as well as testing dates, frequency, vehicle
counts, and routes.

The initiative also reflects a tacit agreement between the industry and government
regulators that Autonomous Vehicle development can't be solely limited to closed
testing tracks. There is no substitute for real world testing, as a 2018 Automobile
Association of America study found.

AAA tested the driver assist systems in cars from five manufacturers (Ford, BMW,
Kia, Subaru, and Cadillac), and while the Advanced Driver Assist systems generally
“performed according to expectations derived from the owner's manuals during
closed course evaluations,” tests on public roadways, including highways 101 and
[-5 in California, resulted in one ADA “event” roughly every eight miles. AAA defined



an event as a lane departure, erratic lane positioning, or a failure to slow or stop to
avoid a near collision. Overall, AAA gave the systems reasonably positive — but not
quite passing — grades.

“Nothing contained in this report is intended to directly imply (that) evaluated ADA
systems are inherently unsafe,” the report states. “In totality, this work is intended
to illustrate potential system inadequacies in the context of scenarios realistically
encountered in a naturalistic environment. Additionally, all test drivers expressed
some degree of distrust in each evaluated system and questioned the overall
usefulness of integrating adaptive cruise control and lane-keeping functionalities.”
Translation: All of the systems needed more training data to fill in gaps in the algo-
rithmic knowledge. And to a great degree, system developers went back to work.

The increased attention to Autonomous Vehicle safety issues over the past 2-3
years also reflects the evolution in car and system development —and a bit of irony
in public perception. Car manufacturers were quick to (rightly, for the most part)
position early industry successes in AV Level 1 and Level 2 so-called “Driver As-
sistance” systems as victories for enhanced driver safety. Systems designed to
keeping a moving car within its lane, and to detect and prevent imminent crashes
through emergency braking systems were designed specifically to improve safety.

But public perception shifted as car manufacturers moved on to Level 3 and Level
4 system development, where the aim shifts from assisting a driver to fully auto-
mated operations, with the driver there to take over only in an emergency. With a
computer now driving the car, many consumers do not accept any margin for error
— certainly not at highway speeds.

As developers have conceded in conversations on the subject, consumers are not
about to demand that manufacturers pull a car model off the road if a driver assist
system fails to correct for human driver error. But if an accident occurs with a com-
puter at the wheel, such as an Autonomous Vehicle failing to recognize a "Do Not
Enter” warning sign? It will be the machine on trial, with a swift, punitive judgement.
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In theory, a Level 5 fully Autonomous Vehicle ought to be safer than one driven by

a person. An AV sensor array of radar, LIDAR and cameras won't be distracted by a
roadside billboard, or ringing cellphone. AV systems don't suffer from driver fatigue,
or uncertain reflexes.

But a human driver brings a rich set of experience and direct knowledge about the
surrounding environment. And as the many new AV safety standards suggest, AV
system developers still face a huge challenge contemplating all of the scenarios an
Autonomous Vehicle must be prepared for —and another hurdle developing, pro-
cessing and analyzing all of the training data required to convert those scenarios
into computing knowledge.

The irony is no one needs to teach even a new driver that wet leaves represent a
potential hazard — but where some drivers might ignore the risk a properly trained
AV algorithm never will.

AV developers could, of course, limit risks by reducing the performance parameters
for Autonomous Vehicles. Instead of programming a Level 5 Autonomous Vehicle
for posted highway speed limits, developers could create a “cautious driver” profile
that limits highway performance to 40 MPH. But the entire industry realizes that
blunting utility as an artificial means of managing risk is a double-edged sword of
sorts; having Autonomous Vehicles create five-mile highway traffic jams out of
extreme caution is in the end a self-defeating proposition.

The good news is there are algorithmic methods of managing risk while still maxi-
mizing vehicle performance. There are already mathematic formulas in place to set
a safe distance between vehicles, for example, one where specific vehicle braking
performance (a Porsche will always out-brake an economy sedan) can be plugged
in to account for mechanical as well as computational capabilities.

i Safe Distance Formula

duin = L+ T} [ty — vy + p(aa +a8)] - ﬂ"?)"b (T = Ty)(v, f/)‘)ﬂu — (T — p)as)
e L is the average length of the vehicles
h e pis the response time of the rear vehicle
e v, vy are the velocities of the rear/front vehicles
® a,,ap are the maximal acceleration/braking of the vehicles

e T is the time for the front car to reach a full stop if it would apply maximal braking

e T, is the time for the rear car to reach a full stop if it would apply maximal acceleration
during the response time, and from there on maximal braking

The above formula calculates the safe longitudinal distance
between the rear vehicle and the front vehicle.

Source: Intel/Mobileye



FVOLVING PRIORITTES FOR AUTONOMOUS VERIGLE ANNOTATION

As Autonomous Vehicle system development has advanced from one level to the
next, from partial to higher degrees of automation, it was inevitable that the under-
lying focus on the part of developers would expand from improving the reliability of
basic functional capabilities to operating safely within complex on-road scenarios.
That has been reflected in subtle but clear changes in data analysis and annotation
priorities.

Where the early development focus had been almost solely on expanding and
deepening algorithmic capabilities to accurately incorporate “ground truth” data -
the ability of an Autonomous Vehicle to recognize and differentiate between static
inanimate objects on one hand, such as mail boxes, street lights and the like, and
dynamic objects (everything from other cars to human beings, and animals) — there
is at least as much of a priority now on more complex real-world scenarios.

Most are triggered by the failsafe option in AV testing: takeover events, where the
AV algorithm is unable to cope with an event or series of events and hands over
operation back to a human test driver. Before Autonomous Vehicle developers
can deliver Level 5 fully Autonomous Vehicle operations, they have to address and
solve those "brain” freeze moments (See: Uber, page 10) when the algorithm be-
comes so confused or indecisive that it is unable to safely maneuver the vehicle.

Most evolved AV algorithms are able to recognize, for example, a bicycle and a
human on or alongside the road. But the shape and nature of each of those objects
are fundamentally altered when they merge into a human riding a bicycle. Until the
algorithm has processed sufficient annotated visual data to recognize those ob-
jects both individually and together (and the latter could include a person walking

a bike instead of riding it), it will lack the intelligence to “see,” process, and react to
those common situations.

Heightened intelligence comes both from the quantity and quality of the training
data fed through an AV algorithm. In practical terms, developers have begun to
rely on far more detailed object taxonomies in order to begin to mimic the human
understanding an experience. Where in the past some AV system developers
might have been satisfied with a catchall designation of “vegetation” to categorize
anything that grows, there's a greater priority on segmentation - to trees, bushes,
grass, flowers, for example —where each object presents different characteristics
(and different potential threats).

Basic ground truth data annotation is a fairly straightforward affair — the application
of bounding boxes, polygon analysis, and the application of semantic segmenta-
tion to teach the algorithm what another car looks like, or a mailbox, or a tree. What
sets a good skilled and experienced data analyst apart from a beginner (and sets

a top tier data annotation vendor apart from more pedestrian firms) is the ability to
perform the type of problem-solving data analysis that addresses all imaginable
Autonomous Vehicle safety issues.



Typically, the data analyst will examine each takeover event from the perspec-
tive of two scenarios, one of which is what actually happened after the test driver
took over control of the vehicle. The second involves a so-called “ghost car,” the
computer simulation vehicle as it would have continued under the control of the
algorithm. It's the job of the data analyst working with the algorithm developers to
determine (1) why the human driver had to take over, and (2) what would have hap-
pened had the onboard computer remained in control of the vehicle. Would there
have been an accident —and, if so, how severe would it have been?

From the standpoint of division of labor, an iMerit data analysis team would, for ex-
ample, work to identify the object (or combination of objects) that caused the car to
hand off operations to the driver. Developers then take the information and use it to
further refine the algorithm, typically by sending more training data for annotation.

Sometimes the event post-mortem investigation identifies an overreaction rather
than a near-collision. If the algorithm is not familiar with leaves, for example, (per-
haps all of the training data was gathered in the summer) it might “panic” when the
vehicle's sensors pick up leaves on the road. The algorithm might not understand if
the leaves represent a dangerous obstacle or a benign presence. Are there enough
of them - and are they wet enough - to present a hazard to the vehicle. Or are they
outdoor decoration the algorithm can note and then ignore?

The complexity of the development task ratchets up further when the algorithm is
tasked with predicting the movement of other objects, whether living or inanimate.
First the algorithm must ingest the data captured by the Autonomous Vehicle's ar-
ray of sensors and compare that information with what it has learned from training
data defining different objects and their behavior patterns (if any). It then needs to
recall behavior patterns based on the nature of each object and then predict how it
might move — and (crucially) how those movements might intersect with the vehicle.

Level 5 Autonomous Vehicles must detect, analyze, and react to unpredictable environments. Source: AAA



[HENEED FOR AUTONOMOUS VEHIGLE STANDARDS

Prior to 2020, Autonomous Vehicle development, focused on improving the safety
of AVs, took place in a regulatory and standards vacuum, with most AV developers
taking an independent approach to safety metrics and system requirements. That's
not really surprising, given the cutthroat, winner-takes-all nature of technology de-
velopment. But the usual suspects of complex systems issues, from the acknowl-
edged need to ensure interoperability between different systems and subsystems,
and the inevitability of multiple AV system vendors that are supplying the leading
car manufacturers, has pushed the industry towards a greater degree of coordi-
nation and collaboration than automobile manufacturers had previously wanted to
embrace.

By the time the first Level 5 fully Autonomous Vehicles go on sale (and few will haz-
ard a guess on that date) there could be as many as a dozen different industry and
governmental safety standards and certification programs. Among the standards
getting the most attention are the International Organization for Standardization’s
(ISO) 21448 and 26262 as well as Underwriter Laboratories' (UL) 4600 (see UL side-
bar, pages 12-13).

The flurry of activity around AV safety and standards development was as inevita-
ble as it was necessary. Government regulators, standards setting bodies and the
automotive industry, itself, all understand that the transition from human drivers to
driverless cars will necessitate a reassessment of safety issues, ranging from how
manufacturers and system developers architect their solutions to all of the opera-
tional scenarios that would have to be judged through a completely new contextual
lens.

ISO 26262, an offshoot of an earlier ISO standard for automotive systems, was de-
veloped to address the functional safety of automotive electrical systems, includ-
ing the onboard computers, sensors and other systems in Autonomous Vehicles.
As a byproduct of that focus, the standard will likely be used to guide the identi-
fication and selection of algorithm training data. That is certainly the expectation
for ISO 21448, better known as SOTIF (Safety of the Intended Functionality), which
specifically addresses Autonomous Vehicle development. The standard in part
contemplates the need for scenario-based algorithm training data to account for all
of the significant functional situations an Autonomous Vehicle onboard computer
might encounter.

Unlike some of the other standards that apply to automotive safety, SOTIF does
not address system failures. Instead, it was written to encompass so-called “safety
violations" that occur without a system failure — such as when the development of
an AV algorithm fails to contemplate all of the operational scenarios an Auton-
omous Vehicle might encounter in a real-world environment. As such, the standard
is expected to be a guide of sorts —and an essential companion to UL 4600 —in
formulating all of the algorithm training scenarios developers will need to address
through appropriate training data.



SAFETY STANDARD LANDSCAPE
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IEEE P700x
- Ethical Life-Cycle

1SO 21448 (SOTIF)
- Enumerate Scenarios

- Triggering Events
- Historically for ADAS

ISO 26262

- Functional Safety
- Equipment Faults

- Design Faults
- Controllability

Note: ISO 26262 covers functional
safety lifecycle activities.

UL 4600 (Draft Scope)

- Machine Learning Faults

- External Operational Faults
- Non-Driver Human Faults

- Nondeterminism

- High Residual Unknown

- Field Feedback and Updates
- Lack of Human Oversight

- System Level Safety Metrics
- Full Autonomous Driving:
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Note: provides significantly more
detailed treatment regarding autonomous
systems for those topics also mentioned
in ISO 21448, ISO 26262. Intended to
supplement, not replace these.

Source: Edge Case Research




[HE UBER ORASH: IGNORANGE GAN BE DEADLY

At 9:58 on the evening of March 18, 2018, 49-year old Elaine Hertzberg was walking
her bicycle across a four-lane road in Tempe, AZ, as an autonomous test vehicle
operated by the ride share company Uber approached. The events of the next few
seconds would result in human tragedy, and a re-examination of what it takes to put
a fully Autonomous Vehicle on the road.

It took 19 months for authorities to piece together a clear picture of the accident
and its causes. In the end, it became clear that what killed a pedestrian that night,
and set back Uber's ambitious AV test program, was an all-too common combina-
tion of human and machine failure — ultimately rooted in a gap in AV algorithm de-
velopment. In that event, the collision provided a painful lesson to the industry: the
benchmark for AV safety sits well above the accepted norms for human-controlled
cars. Where public sentiment is concerned, there is no room for failure.

The initial human failure — no fault of the Volvo 2017 XC90 SUV outfitted with mul-
tiple sensors (forward and side-facing cameras, radar, LiDAR, navigation sensors,
and an onboard AV computer) —lay in the hands of the “failsafe” test driver placed
in the driver's seat (to take over in the event of a safety system failure). The driver,
according to the accident report, was streaming Hulu up until the moment the car
collided with Hertzberg.

Ironically, the Volvo's radar and LiDAR sensors detected Hertzberg in plenty of
time to either brake or swerve - six seconds before impact, at a speed of 43 MPH.
But the training data for the AV algorithm had not accounted for the possibility of
a pedestrian outside a crosswalk, and the system cycled through potential object
identification conclusions (unknown object, vehicle and, finally, a bicycle) as the
vital seconds ticked down.

Hertzberg, according to cameras in the Volvo, was wearing dark clothes when she
crossed in an unlighted section of the road, and there were no reflectors on her
bicycle. While the Volvo's radar and LiDAR sensors would still have detected herin
time to initiate emergency braking, those conditions, coupled with gaps in the AV
algorithm'’s training data, might have contributed to the system'’s deadly confusion.

Just 1.3 seconds before impact, the car's onboard computer attempted to slam the
brakes - but to no avail. Uber had modified the car to deactivate the factory emer-
gency braking system when the car was being controlled by the aftermarket on-
board Autonomous Vehicle computer —ironically, “to reduce the potential for erratic
vehicle behavior.” Finally, less than a second before impact the safety driver took
the steering wheel. By the time she hit the brakes, a second later, it was too late.

In the months following the accident, Uber would add training data to account for

jaywalkers, the company later told NTSB investigators. But news reports following
the accident cited the company’s own internal documents suggesting that — with

vehicle test driver takeover events occurring roughly every 0.8 miles —the AV on-

board computer was not nearly ready for primetime, nor driving on public roads.



PROOUCT SAFETY IGON ADDRESSES AUTONOMOUS VEHIGLES

Of all the emerging standards helping to guide Autonomous Vehicle car develop-
ment, the standard that is garnering the most attention is a recent release from
Underwriters Laboratories. Although based in the United States, UL defines and
certifies product safety for a global audience. Its foray into AV development brings
a gravitas that promises to command the attention of car manufacturers and other
AV system developers around the world.

From the inception, UL expected that its UL 4600 standard for Safety for the Eval-
uation of autonomous products would work in conjunction with other AV-focused
safety standards, including from the FAA, IEEE, and ISO. But unlike some of those
other, more tech-centric AV-related standards, UL 4600 addresses “safety princi-
ples” for evaluating fully autonomous products rather than specific technologies
and methods. UL 4600 doesn't tell a car manufacturer how to build a safe driverless
vehicle; instead it instructs them on how to make the case for the safety of their
cars. Cars are the first intended use case, but the standard applies to other autono-
mous products, including everything from mining equipment to drones.

“The safety case,” notes the just released standard document, “includes a struc-
tured set of claims, arguments, and other evidence supporting the proposition that
an item (a vehicle plus all the other support contributing to safety) is acceptably
safe for deployment.” The standard, it notes, "does not define a process, but rather
puts forth assessment criteria to determine the acceptability of a safety case.”

Those safety cases are built largely around the many scenarios an Autonomous
Vehicle will have to navigate - literally as well as figuratively. For example, “(a) pe-
destrian appearing suddenly in (the) roadway after crossing in front of a public bus
discharging passengers.” Or “(a) human ability to command traffic law violations
such as going through a red light due to perceived danger to occupants if remain-
ing stopped at (a) light." Or even “(an)other vehicle skidding into (an) intersection
due toice, collision from the rear due to close following distance, (a) vehicle being
pushed into an intersection due to collision from the rear, distracted driving behav-
iors, (or) impaired driving behaviors."

The standard is expansive enough to consider even events not typically envisioned
by car manufacturers, such as aggressive behavior by pedestrians that go beyond
stepping off a curb without first looking both ways. This category includes unusual
yet conceivable events a human driver would have to assess and react to, including
the category of “vehicle harassment by non-occupants,” such as “defiant jaywalk-
ing, squeegee punks... (or) intentional injury seeking behavior” such as a “pedes-
trian intentionally (jumping) in front of a vehicle.” It even contemplates scenarios
where a human driver would have to quickly assess and take action based on overt-
ly threatening behavior rather than merely displaying quick reactions. In that cat-
egory are "situations such as malicious pedestrians exploiting designed (AV) safe
item behaviors to nefarious purposes, such as block ing the movement of a vehicle
in order to entrap the occupants to attack them.”



In those abhorrent behavior scenarios, UL 4600 does not call for what would
amount to a superhuman reaction on the part of a car's onboard computer. Instead,
the standard notes, “this is not a requirement to absolutely prevent impact with a
pedestrian who is willfully attempting to be injured. Rather, this identifies a scenar-
io that should be considered in hazard analysis, and in particular might reduce the
credit that can be taken for humans avoiding risky situations.”

While UL 4600 does not mandate solutions to each of those scenarios, or even
minimum milestones for AV system development, such as specific data annotation
and analysis, it does back into that territory in the standard's Section 8.5 Machine
Learning and Al Techniques. For a car manufacturer to win UL 4600 certification, it
will have to make the case that its onboard AV system contemplates each of those
above scenarios (and more) and that its algorithm is fully capable of detecting, as-
sessing, and then reacting to those sets of conditions and events.

“The safety case (put forth by a car manufacturer) shall argue that any Machine
Learning based approach and other Al approaches provide acceptable capabili-
ties,” UL 4600 notes. In that respect, it calls for explanations demonstrating that
“the type and quantity of data used for Machine Learning training and testing
ensure acceptable performance across the entire (Operational Design Domain),
addressing at least the following points: (1) (that the) safety related aspects of the
ODD are substantially represented by the data, and (2) evaluation metrics account
for required risk mitigation.” The ODD for an Autonomous Vehicle can be defined in
terms of geography, weather, lighting, roadway markings, previous experience on
that particular roadway, and other environmental and experiential factors.

In plainer language, the standard offers a working scope for AV Machine Learning
training data: “(That) events with a low probability but high severity for failure are
properly handled, despite being a very small fraction of expected real world data.”
In doing so, UL might have just caused AV system developers to reassess the
quantity, quality, and diversity of the training data they will require to pass perhaps
the most fundamental test for consumer acceptance: a car that not only reacts as
well (if not better) than a human driver to everyday road hazards — but even to the
dangers contemplated by the fevered imagination of a Hollywood thriller.
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Member organizations on UL 4600 Standards Technical Panel. Source: Underwriters Laboratories
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