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How safe is safe enough? When the comparison is between a car driven by a com-

puter versus a person, the practical answer depends on competing perspectives. 

Purely from a statistical standpoint, Autonomous Vehicle developers have a clear 

target. The United States alone sets a grim annual benchmark. According to the 

crashes every year. More than 36,000 Americans die in those crashes, with another 

2.5 million ending up in hospital emergency rooms. 

developers declare victory? Perhaps from the standpoint of cold logic, but those 

involved in various AV initiatives would concede that the more telling dynamic is 

Autonomous Vehicle, or even step inside one. Developers grimace at the thought 

of having to defend the idea of tens of thousands of deaths from collisions involv-

ing driverless cars.

A 2018 Rand Corporation report, “Measuring Automated Vehicle Safety,” alludes 

advance the state of the art, and the determination of consumer safety regulatory 

bodies to resist what they generally regard as avoidable risk.

uncertainty about this risk must be accepted in the short and medium terms to see 

-

ect showed how that view, held by AV developers and by associated industrial and 

research partners, is not held by the safety advocacy community, which champions 

-

mize risk and preferably eliminate it.”

HOW SAFE 
IS SAFE ENOUGH? 



THERE’S BEEN A FASCINATION WITH AUTONOMOUS VEHICLE 

TECHNOLGY FOR DECADES...  AS DEPICTED IN THIS AD 

FROM 1950 THAT ENVISIONED THE CAR OF THE FUTURE.



Yet as the report goes on to observe, “Given that clear measurement of safety is 

incremental increases in public AV use are likely to increase our knowledge about 

-

its of AVs is shaken every time there is a crash.”

A single fatal encounter in 2018 involving an Autonomous Vehicle owned by the 

the immediate aftermath to abandon open road tests and ultimately set back the 

company’s AV development program by years. Even the prospect of a few dozen 

-

ploding assumptions on algorithm capabilities in real world environments. Many AV 

-

tute for a human driver. And they began investing heavily in more diverse and de-

tailed sets of training data.

The timing and intent on demonstrating the industry’s ability to focus on safety 

concerns has proved productive. A little over two years after the Uber incident, 

-

ordinate public visibility into Autonomous Vehicle testing. 

The NHTSA web portal, announced in June 2020, includes data from nine AV sys-

in eight states. The web portal includes mapping tools showing testing locations 

counts, and routes.

regulators that Autonomous Vehicle development can’t be solely limited to closed 

testing tracks. There is no substitute for real world testing, as a 2018 Automobile 

Association of America study found. 

closed course evaluations,”  tests on public roadways, including highways 101 and 



an event as a lane departure, erratic lane positioning, or a failure to slow or stop to 

systems are inherently unsafe,” the report states. “In totality, this work is intended 

usefulness of integrating adaptive cruise control and lane-keeping functionalities.” 

-

rithmic knowledge. And to a great degree, system developers went back to work.

The increased attention to Autonomous Vehicle safety issues over the past 2-3 

position early industry successes in AV Level 1 and Level 2 so-called “Driver As-

sistance” systems as victories for enhanced driver safety. Systems designed to 

keeping a moving car within its lane, and to detect and prevent imminent crashes 

4 system development, where the aim shifts from assisting a driver to fully auto-

mated operations, with the driver there to take over only in an emergency. With a 

computer now driving the car, many consumers do not accept any margin for error 

-

puter at the wheel, such as an Autonomous Vehicle failing to recognize a “Do Not 



In theory, a Level 5 fully Autonomous Vehicle ought to be safer than one driven by 

a person. An AV sensor array of radar, LiDAR and cameras won’t be distracted by a 

surrounding environment. And as the many new AV safety standards suggest, AV 

system developers still face a huge challenge contemplating all of the scenarios an 

-

into computing knowledge.

The irony is no one needs to teach even a new driver that wet leaves represent a 

AV algorithm never will.

AV developers could, of course, limit risks by reducing the performance parameters 

for Autonomous Vehicles. Instead of programming a Level 5 Autonomous Vehicle 

-

mizing vehicle performance. There are already mathematic formulas in place to set 

in to account for mechanical as well as computational capabilities.

The above formula calculates the safe longitudinal distance 

between the rear vehicle and the front vehicle.



EVOLVING PRIORITIES FOR AUTONOMOUS VEHICLE ANNOTATION 

As Autonomous Vehicle system development has advanced from one level to the 

-

priorities. 

AV algorithm is unable to cope with an event or series of events and hands over 

can deliver Level 5 fully Autonomous Vehicle operations, they have to address and 

-

comes so confused or indecisive that it is unable to safely maneuver the vehicle.

are fundamentally altered when they merge into a human riding a bicycle. Until the 

-

those common situations.

data fed through an AV algorithm. In practical terms, developers have begun to 

-

perform the type of problem-solving data analysis that addresses all imaginable 

Autonomous Vehicle safety issues.



-

tive of two scenarios, one of which is what actually happened after the test driver 

took over control of the vehicle. The second involves a so-called “ghost car,” the 

computer simulation vehicle as it would have continued under the control of the 

-

pened had the onboard computer remained in control of the vehicle. Would there 

-

-

vehicle’s sensors pick up leaves on the road. The algorithm might not understand if 

the leaves represent a dangerous obstacle or a benign presence. Are there enough 

outdoor decoration the algorithm can note and then ignore?

-

ray of sensors and compare that information with what it has learned from training 



THE NEED FOR AUTONOMOUS VEHICLE STANDARDS 

Prior to 2020, Autonomous Vehicle development, focused on improving the safety 

of AVs, took place in a regulatory and standards vacuum, with most AV developers 

not really surprising, given the cutthroat, winner-takes-all nature of technology de-

-

and the inevitability of multiple AV system vendors that are supplying the leading 

car manufacturers, has pushed the industry towards a greater degree of coordi-

nation and collaboration than automobile manufacturers had previously wanted to 

embrace. 

-

getting the most attention are the International Organization for Standardization’s 

-

-

ble as it was necessary. Government regulators, standards setting bodies and the 

automotive industry, itself, all understand that the transition from human drivers to 

driverless cars will necessitate a reassessment of safety issues, ranging from how 

manufacturers and system developers architect their solutions to all of the opera-

lens.

-

veloped to address the functional safety of automotive electrical systems, includ-

ing the onboard computers, sensors and other systems in Autonomous Vehicles. 

As a byproduct of that focus, the standard will likely be used to guide the identi-

contemplates the need for scenario-based algorithm training data to account for all 

might encounter.

not address system failures. Instead, it was written to encompass so-called “safety 

an AV algorithm fails to contemplate all of the operational scenarios an Auton-

omous Vehicle might encounter in a real-world environment. As such, the standard 

formulating all of the algorithm training scenarios developers will need to address 

through appropriate training data.



Source: Edge Case Research



THE UBER CRASH: IGNORANCE CAN BE DEADLY

her bicycle across a four-lane road in Tempe, AZ, as an autonomous test vehicle 

a fully Autonomous Vehicle on the road.

It took 19 months for authorities to piece together a clear picture of the accident 

and its causes. In the end, it became clear that what killed a pedestrian that night, 

and set back Uber’s ambitious AV test program, was an all-too common combina-

-

benchmark for AV safety sits well above the accepted norms for human-controlled 

cars. Where public sentiment is concerned, there is no room for failure.

-

according to the accident report, was streaming Hulu up until the moment the car 

collided with Hertzberg. 

Ironically, the Volvo’s radar and LiDAR sensors detected Hertzberg in plenty of 

vital seconds ticked down. 

Hertzberg, according to cameras in the Volvo, was wearing dark clothes when she 

bicycle. While the Volvo’s radar and LiDAR sensors would still have detected her in 

time to initiate emergency braking, those conditions, coupled with gaps in the AV 

algorithm’s training data, might have contributed to the system’s deadly confusion.

Just 1.3 seconds before impact, the car’s onboard computer attempted to slam the 

-

gency braking system  when the car was being controlled by the aftermarket on-

In the months following the accident, Uber would add training data to account for 

-

board computer was not nearly ready for primetime, nor driving on public roads.



PRODUCT SAFETY ICON ADDRESSES AUTONOMOUS VEHICLES

Of all the emerging standards helping to guide Autonomous Vehicle car develop-

ment, the standard that is garnering the most attention is a recent release from 

a gravitas that promises to command the attention of car manufacturers and other 

AV system developers around the world.

-

other, more tech-centric AV-related standards, UL 4600 addresses “safety princi-

and methods. UL 4600 doesn’t tell a car manufacturer how to build a safe driverless 

vehicle; instead it instructs them on how to make the case for the safety of their 

-

-

tured set of claims, arguments, and other evidence supporting the proposition that 

puts forth assessment criteria to determine the acceptability of a safety case.”

Those safety cases are built largely around the many scenarios an Autonomous 

-

such as going through a red light due to perceived danger to occupants if remain-

pushed into an intersection due to collision from the rear, distracted driving behav-

by car manufacturers, such as aggressive behavior by pedestrians that go beyond 

yet conceivable events a human driver would have to assess and react to, including 

-

-

-

-

item behaviors to nefarious purposes, such as block ing the movement of a vehicle 

in order to entrap the occupants to attack them.”  



In those abhorrent behavior scenarios, UL 4600 does not call for what would 

amount to a superhuman reaction on the part of a car’s onboard computer. Instead, 

-

io that should be considered in hazard analysis, and in particular might reduce the 

credit that can be taken for humans avoiding risky situations.”

While UL 4600 does not mandate solutions to each of those scenarios, or even 

and analysis, it does back into that territory in the standard’s Section 8.5 Machine 

will have to make the case that its onboard AV system contemplates each of those 

-

sessing, and then reacting to those sets of conditions and events. 

Learning based approach and other AI approaches provide acceptable capabili-

dangers contemplated by the fevered imagination of a Hollywood thriller.
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